Selection in favor of nucleotides G and C diversifies evolution rates and levels of polymorphism at mammalian synonymous sites
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Abstract

The impact of synonymous nucleotide substitutions on fitness in mammals remains controversial. Despite some indications of selective constraint, synonymous sites are often assumed to be neutral, and the rate of their evolution is used as a proxy for mutation rate. We subdivide all sites into four classes in terms of the mutable CpG context, nonCpG, postC, preG, and postCpreG, and compare four-fold synonymous sites and intron sites residing outside transposable elements. The distribution of the rate of evolution across all synonymous sites is trimodal. Rate of evolution at nonCpG synonymous sites, not preceded by C and not followed by G, is 10% below that at such intron sites. In contrast, rate of evolution at postCpreG synonymous sites is 30% above that at such intron sites. Finally, synonymous and intron postC and preG sites evolve at similar rates. The relationship between the levels of polymorphism at the corresponding synonymous and intron sites is very similar to that between their rates of evolution. Within every class, synonymous sites are occupied by G or C much more often than intron sites, whose nucleotide composition is consistent with neutral mutation–drift equilibrium. These patterns suggest that synonymous sites are under weak selection in favor of G and C, with the average coefficient $s/Ne = 0.25/10^{-5}$, where $Ne$ is the effective population size. Such selection decelerates evolution and reduces variability at sites with symmetric mutation, but has the opposite effects at sites where the favored nucleotides are more mutable. The amino-acid composition of proteins dictates that many synonymous sites are CpG-prone, which causes them, on average, to evolve faster and to be more polymorphic than intron sites. An average genotype carries $10^7$ suboptimal nucleotides at synonymous sites, implying synergistic epistasis in selection against them. Published by Elsevier Ltd.
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1. Introduction

Throughout all life, synonymous codons are used non-randomly (Grantham et al., 1980; see Li, 1997, Chapter 7, for review). There is a general agreement that selection plays a major role in this phenomenon (Andersson and Kurland, 1990; McVean and Vieira, 2001; Duret, 2002; Carlini and Stephan, 2003; Nielsen and Akashi, 2003). Synonymous substitutions affect mRNA translation (Ike-mura, 1985; Sorensen et al., 1989; Sharp et al., 1995; Akashi, 1995, 1999a, b, 2003) and thus can cause transla-tional selection which influences codon usage in many, although perhaps not in all (Kanaya et al., 1999), organisms. Synonymous substitutions also affect important properties of mRNAs which are “not directly related to the codon–anticodon interaction” (Duan and Antezana, 2003), in particular, their secondary structures (Hartl et al., 1994; Innan and Stephan, 2001; Duan et al., 2003; Katz and Burge, 2003; Chamary and Hurst, 2005a).

However, the importance of selection at synonymous sites in mammals remains unclear. Although their codon usage is obviously non-random, due to elevated frequencies of G and C at synonymous sites (Debry and Marzluff, 1994; Eyre-Walker, 1999), the causes of this pattern are controversial. Some authors argue for an important role of selection (Debry and Marzluff, 1994; Eyre-Walker, 1999; Keightley and Gaffney, 2003; Urrutia and Hurst, 2003;
Nielsen and Akashi, 2003; Chamary and Hurst, 2004; Cameron, 2004; Lu and Wu, 2005; Chamary and Hurst, 2005a), but others disagree (e.g., Sharp et al., 1995; Smith and Hurst, 1999; Duret and Hurst, 2001; Urrutia and Hurst, 2001; Duret, 2002; Subramanian and Kumar, 2003) and favor alternative explanations, such as biased mutation (Wolfe et al., 1989) or biased gene conversion (Duret, 2002).

The arguments for or against selection at synonymous sites in mammals are undermined by conflicting data on whether evolution at four-fold synonymous sites is slower than at presumably neutral intron or pseudogene sites, which is often thought to be the obligatory signature of any selection at synonymous sites. Hughes and Yager (1997) and Chamary and Hurst (2004) reported similar levels of rat–mouse divergence at synonymous and intron sites, Bustamante et al. (2002) found that synonymous sites evolve more slowly than homologous pseudogene sites, Subramanian and Kumar (2003) reported that in primates synonymous sites evolve faster than intron sites, and Hellman et al. (2003) reached the opposite conclusion.

Because effective neutrality of synonymous substitutions in mammals is widely accepted, mutation rates are routinely estimated through rates of synonymous substitution in mammalian evolution (Smith and Hurst, 1999; Keightley and Eyre-Walker, 2000; Kumar and Subramanian, 2002) and patterns in synonymous substitutions are generalized to the whole genome (Duret et al., 2002). Similarly, levels of intrapopulation variability and rates of interspecies divergence at synonymous sites have been accepted as the neutral point of reference in tests for positive selection (e.g., Fay et al., 2001).

We study selection at synonymous sites through patterns in human–chimpanzee divergence and in intrahuman polymorphism. Using such a close pair of species guarantees against errors caused by multiple substitutions at the same site (Li, 1997) and by ambiguous alignments of introns. Similar to several previous analyses, ours takes into account elevated mutability in mammals of the CpG context, i.e., of nucleotides within 5′CG3′ segments on the DNA sequence (see Li, 1997; Nachman and Crowell, 2000). However, the commonly used classification of sites into those residing and not residing within a CpG context (e.g., Hellman et al., 2003) may obscure the patterns in divergence, since substitutions at a site can affect its placement within this classification (Keightley and Gaffney, 2003).

Thus, we subdivide all sites into four non-overlapping classes: those not preceded by C and not followed by G (nonCpG, Keightley and Gaffney 2003), preceded by C but not followed by G (postC), followed by G but not preceded by C (preG), and preceded by C and followed by G (postCpreG). Sites from the last three classes are CpG-prone, as they can reside within CpG context. This approach makes it possible to disentangle the impacts of mutation and selection and to show that weak selection in favor of G and C is a major factor of evolution of synonymous sites in mammals.

2. Materials and methods

2.1. Data

We obtained the human–chimpanzee (hg17-panTro1) alignments and annotation from the Genome Center at U.C. Santa Cruz (Karolchik et al., 2003). Transposable element (TE)-derived intron sites are those masked by RepeatMasker in these alignments. The first 40 and the last 40 nucleotides of an intron, as well as all sites preceded and/or followed by a human–chimpanzee mismatch were excluded from the analysis. Expression level was assayed by the number of ESTs. Mapped polymorphisms were taken from the U.C. Santa Cruz Genome Center annotation of dbSNP release 123 to assembly hg17 of the human genome. For our analyses we used polymorphisms that were obtained in genome-wide, non-exon targeted assays. Only SNPs with the following Submitter Handles in dbSNP flatfiles were used: CSHL-HAPMAP, BCM_SSAHASNP, SC_JCM, SSAHASNP, WI_SSAHASNP, TSC_CSHL, WUGSC_SSAHASNP, SC_SNPN, SC. The data used are located as follows.

Human–chimpanzee alignments:
http://hgdownload.cse.ucsc.edu/goldenPath/hg17/ vsPanTro1/axtNet/
Human genome annotation:
http://hgdownload.cse.ucsc.edu/goldenPath/hg17/ database/knownGene.txt.gz
Human polymorphisms mapping to the human genome:
http://hgdownload.cse.ucsc.edu/goldenPath/hg17/ database/snp.txt.gz
Human polymorphism annotation in dbSNP flatfiles:

2.2. Review of theory

Consider stochastic mutation–selection–drift equilibrium at a locus (site) with four alleles: A, T, G, and C. Assuming that all mutation rates are low (well below $N_c^{-1}$, where $N_c$ is the effective population size), a population (approximately) is fixed with one of the alleles most of the time, and occasionally undergoes switches between fixations of different alleles. The frequency of the $i$th allele, $p_i$, is the fraction of time when it is fixed. When the population is fixed for the $i$th allele, the flux of switches to fixation of the $j$th allele (the per generation probability of a switch), $f_{i\rightarrow j}$, is the corresponding mutation rate $\mu_{i\rightarrow j}$, times the population size $N$, times the probability $g_{i\rightarrow j}$ that a mutant carrying the $j$th allele which appeared in a population fixed with the $i$th allele will reach fixation. The formula for $g_{i\rightarrow j}$ can be found in Bulmer (1991, Eq. (7)). Equilibrium allele frequencies $p_i^{eq}$ can be obtained by solving the system of
linear equations which describes the equality of the total rates of switches from and to fixations of each allele (Bulmer, 1991, Eq. (10)):

\[
\begin{align*}
P_A(f_{A\rightarrow T} + f_{A\rightarrow G} + f_{A\rightarrow C}) &= p_{f_{T\rightarrow A}} + p_{f_{G\rightarrow A}} + p_{f_{C\rightarrow A}}, \\
P_T(f_{T\rightarrow A} + f_{T\rightarrow G} + f_{T\rightarrow C}) &= p_{f_{A\rightarrow T}} + p_{f_{G\rightarrow T}} + p_{f_{C\rightarrow T}}, \\
P_G(f_{G\rightarrow A} + f_{G\rightarrow T} + f_{G\rightarrow C}) &= p_{f_{A\rightarrow G}} + p_{f_{T\rightarrow G}} + p_{f_{C\rightarrow G}}, \\
P_C(f_{C\rightarrow A} + f_{C\rightarrow T} + f_{C\rightarrow G}) &= p_{f_{A\rightarrow C}} + p_{f_{T\rightarrow C}} + p_{f_{G\rightarrow C}}.
\end{align*}
\]

(1)

The total rate of evolution (per generation probability of a switch between some allele fixations) at equilibrium is

\[
R = p_{f_{A\rightarrow T}}(f_{A\rightarrow T} + f_{A\rightarrow G} + f_{A\rightarrow C}) + \cdots + p_{f_{C\rightarrow G}}(f_{C\rightarrow A} + f_{C\rightarrow T} + f_{C\rightarrow G}),
\]

(2)

and the total heterozygosity at equilibrium is

\[
P = p_{f_{A\rightarrow T}}N(\mu_{A\rightarrow G}H_{A\rightarrow T} + \mu_{A\rightarrow G}H_{A\rightarrow G} + \mu_{A\rightarrow C}H_{A\rightarrow C}) + \cdots,
\]

(3)

where \(H_{i\rightarrow j}\) is the expected contribution to heterozygosity by a mutant carrying the \(j\)th allele which appeared in a population where the \(i\)th allele is fixed (see McVean and Charlesworth, 1999, Eq. (10)).

### Table 1

Properties of sites classified according to their possible CpG context

<table>
<thead>
<tr>
<th>(a) Intron sites outside transposable elements</th>
<th>All</th>
<th>nonCpG</th>
<th>postC</th>
<th>preG</th>
<th>postCpreG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>52954891</td>
<td>33887011 (64%)</td>
<td>7978950 (15%)</td>
<td>8673858 (16%)</td>
<td>2415072 (5%)</td>
</tr>
<tr>
<td>Frequencies</td>
<td>A 0.2827</td>
<td>0.2606</td>
<td>0.3007</td>
<td>0.3104</td>
<td>0.4331</td>
</tr>
<tr>
<td></td>
<td>T 0.3111</td>
<td>0.2883</td>
<td>0.3373</td>
<td>0.3347</td>
<td>0.4588</td>
</tr>
<tr>
<td></td>
<td>G 0.2097</td>
<td>0.2330</td>
<td>0.0423</td>
<td>0.3161</td>
<td>0.0538</td>
</tr>
<tr>
<td></td>
<td>C 0.1965</td>
<td>0.2180</td>
<td>0.3197</td>
<td>0.0387</td>
<td>0.0543</td>
</tr>
<tr>
<td>Divergence</td>
<td>0.001064</td>
<td>0.00932</td>
<td>0.01319</td>
<td>0.01178</td>
<td>0.01663</td>
</tr>
<tr>
<td>Polymorphism</td>
<td>0.001294</td>
<td>0.001165</td>
<td>0.001573</td>
<td>0.001416</td>
<td>0.001767</td>
</tr>
<tr>
<td>(b) Intron sites inside transposable elements</td>
<td>Number</td>
<td>32287369</td>
<td>19894875 (62%)</td>
<td>5275940 (16%)</td>
<td>5401718 (17%)</td>
</tr>
<tr>
<td>Frequencies</td>
<td>A 0.2702</td>
<td>0.2414</td>
<td>0.3051</td>
<td>0.2924</td>
<td>0.4272</td>
</tr>
<tr>
<td></td>
<td>T 0.2923</td>
<td>0.2682</td>
<td>0.3039</td>
<td>0.3236</td>
<td>0.4367</td>
</tr>
<tr>
<td></td>
<td>G 0.2207</td>
<td>0.2479</td>
<td>0.0570</td>
<td>0.3290</td>
<td>0.0870</td>
</tr>
<tr>
<td></td>
<td>C 0.2169</td>
<td>0.2425</td>
<td>0.3340</td>
<td>0.0551</td>
<td>0.0690</td>
</tr>
<tr>
<td>Divergence</td>
<td>0.01274</td>
<td>0.01056</td>
<td>0.01568</td>
<td>0.01468</td>
<td>0.02280</td>
</tr>
<tr>
<td>Polymorphism</td>
<td>0.011574</td>
<td>0.001409</td>
<td>0.001815</td>
<td>0.001699</td>
<td>0.002351</td>
</tr>
<tr>
<td>(c) Four-fold synonymous sites</td>
<td>Number</td>
<td>1949372</td>
<td>682032 (35%)</td>
<td>654300 (34%)</td>
<td>293573 (15%)</td>
</tr>
<tr>
<td>Frequencies</td>
<td>A 0.2165</td>
<td>0.1478</td>
<td>0.2262</td>
<td>0.2039</td>
<td>0.3550</td>
</tr>
<tr>
<td></td>
<td>T 0.2320</td>
<td>0.1597</td>
<td>0.2399</td>
<td>0.2169</td>
<td>0.3840</td>
</tr>
<tr>
<td></td>
<td>G 0.2425</td>
<td>0.3479</td>
<td>0.0859</td>
<td>0.4751</td>
<td>0.1245</td>
</tr>
<tr>
<td></td>
<td>C 0.3090</td>
<td>0.3446</td>
<td>0.4480</td>
<td>0.1042</td>
<td>0.1365</td>
</tr>
<tr>
<td>Divergence</td>
<td>0.01282</td>
<td>0.00831</td>
<td>0.01351</td>
<td>0.01182</td>
<td>0.02195</td>
</tr>
<tr>
<td>Polymorphism</td>
<td>0.001441</td>
<td>0.001051</td>
<td>0.001529</td>
<td>0.001251</td>
<td>0.002267</td>
</tr>
</tbody>
</table>

3. Results

3.1. Intron sites: data

Table 1 presents data on frequencies of the four nucleotides, rate of evolution \(R\) (assayed through human–chimpanzee divergence, i.e. the fraction of mismatches in the alignments), and the level of intrahuman polymorphism \(P\) (assayed through the density of SNPs) at four-fold synonymous sites and intron sites within 13 533 loci that contain 53 792 introns. First, let us consider introns.

At nonCpG sites, frequencies of G and C are only slightly below 25%. In contrast, postC sites are strongly depleted of G, preG sites are strongly depleted of C, and postCpreG sites are depleted of both G and C (this difference is highly statistically significant, as well as all the differences mentioned below). Of course, this is just another way of saying that introns are depleted of CpG contexts (Bird, 1980). \(R\) and \(P\) are the lowest at nonCpG sites, and the highest at postCpreG sites. At intron sites of TE origin, frequencies of G and C, as well as \(P\) and \(R\), are higher than at nonTE intron sites from the corresponding classes.

Fig. 1 presents data on polarized polymorphisms, those where the ancestral allele is G or C and the derived allele is
A or T (GC > AT, Lercher et al., 2002b), and the reciprocal (AT > GC) (currently, the lack of a close enough outgroup for Homo and Pan genomes make it impossible to obtain the analogous data on polarized substitutions). At nonTE intron sites, there is only a small excess of GC > AT polymorphisms over AT > GC polymorphisms. In contrast, at TE intron sites this excess is much larger, especially at CpG-prone sites.

Fig. 2 presents data on human–chimpanzee divergence at orthologous intron sites located within TEs from different families. On average, TEs which were inserted more recently evolve much faster.

3.2. Intron sites: equilibrium with asymmetric mutation at nonTE sites

The patterns observed at intron sites are consistent with their selective neutrality. NonTE sites appear to be close to mutation–drift equilibrium, while sites of TE origin are losing G's and C's at CpG-prone sites.

The ratio of \( \mu_{\text{trv-nonCpG}} \), \( \mu_{\text{tri-nonCpG}} \), \( \mu_{\text{trv-CpG}} \), and \( \mu_{\text{tri-CpG}} \), the rates of transversions (of each of the two possible ones) outside CpG, transitions outside CpG, transversions within CpG, and transitions within CpG, is \( \sim 1:3:5:30 \) among mammalian nucleotide substitutions (Nachman and Crowell, 2000; Ebersberger et al., 2002; Kondrashov, 2003; our data; \( \mu_{\text{trv-nonCpG}} \sim 0.4 \times 10^{-8} \)). Thus, at mutation–drift equilibrium, postC (preG) sites must be depleted of G (C), and postCpreG sites must be depleted of both G and C. CpG-prone sites also must evolve faster and be more polymorphic than nonCpG sites.

Indeed, at CpG-prone sites some mutation rates are the same as at nonCpG cites but other mutation rates are higher. At a selectively neutral site (locus) with only two alleles, \( B_1 \) and \( B_2 \), the equilibrium frequency of \( B_1 \) (i.e. the probability that \( B_1 \) is fixed at a random moment) is \( v/(u + v) \) (e.g. Sueoka, 1962), and \( R \), defined as the per generation frequency of switches between fixations of \( B_1 \) and of \( B_2 \), is 2uv/(u + v), where \( u \) and \( v \) are rates of mutation from \( B_1 \) to \( B_2 \) and back (e.g. Bulmer, 1991, Eqs. (6) and (7)). Thus, \( R \) doubles when \( v \) increases from \( u \) to infinity. \( P \), defined as heterozygosity, is 4Nu(1+\( P \))/(u + v) (McVean and Charlesworth, 1999, Eq. (10)). Without selection, \( P \) always (with any number of alleles) changes with the mutation rates in exactly the same way as does \( R \).

This analysis can be extended to mutation–drift equilibrium at a site with four nucleotides (alleles), A, T, G, and C (Bulmer, 1991, Eq. (10), see Methods). Fig. 3 shows how
the predicted parameters of such sites depend on $M$, the relative excess of transitions within the CpG context. For intron nonTE sites, the frequencies of G observed at postCpreG and postC sites, 5.4% and 4.2% (Table 1), imply $M = 8.4$ and $M = 9.0$, respectively (Fig. 3), in excellent agreement with $M \approx 9.0$ which follows from direct data on mutation rates (Kondrashov, 2003). Excesses of $R$ (of $P$) at postCpreG or at postC sites over the corresponding parameters of nonCpG sites are (Table 1) 1.784 (1.517) or 1.415 (1.350) and imply $M = 14.5$, $M = 3.2$, $M \rightarrow \infty$, or $M = 20$, respectively (Fig. 3). However, since under selective neutrality $R$ and $P$ are essentially independent of $M$ when $M > 5$ (Fig. 3), frequencies of mutable nucleotides are more suitable for indirect estimates of high values of $M$.

Similarity of the levels of the reciprocal polymorphisms GC > AT and AT > GC suggest that nonTE intron sites are close to mutation–drift equilibrium without selection (Eyre-Walker, 1997; Smith and Eyre-Walker, 2001), although, on average, these sites are slowly losing G and C (Fig. 1a; Lercher and Hurst, 2002). This conclusion is supported by direct data on their evolution, obtained for a small fraction of Homo-Pan genome alignments for which a suitable outgroup is available (Webster et al., 2003).

### 3.3. Intron sites: loss of CpG context in transposable elements

Intron sites of TE origin deviate substantially from mutation–drift equilibrium and rapidly lose G and C at CpG-prone sites (Fig. 1b). At the moment of insertion, many TEs have a higher (and not a lower, Duret and Hurst, 2001) GC-content and a higher proportion of mutable CpG contexts than nonTE intron sites (Chen et al., 2001). It takes almost 100 Myr for a TE-derived intron segment to reach mutation–drift equilibrium (Fig. 2) and, before this happens, the segment remains more GC-rich and CpG-rich and, thus, evolves faster and is more polymorphic than at equilibrium.

However, even within the nonCpG class, $R$ and $P$ at TE intron sites are ~15% higher than at nonTE intron sites, although for CpG-prone classes these excesses are higher (Table 1). This pattern can be caused by slow dissolution of other (different from CpG) mutable contexts within TE-derived intron segments (Hwang and Green, 2004) and/or by negative selection affecting ~10% of nonTE intron sites (Shabalina et al., 2001). Still, we will use nonTE intron sites as a neutral mutation–drift equilibrium point of reference, since they appear to be much closer to this equilibrium than any other sites.

#### 3.4. Four-fold synonymous sites: data

The average rate of evolution at four-fold synonymous sites is similar to that at intron sites (Hughes and Yager, 1997; but see Smith and Hurst, 1998; Chamary and Hurst, 2004) apparently suggesting the lack of selective constraint. However, this overall similarity is misleading (Chamary and Hurst, 2004) and hides a complex pattern.

Synonymous sites from all the four classes are strongly enriched by G and C, relative to the corresponding intron sites (Table 1). In particular, frequencies of G and C at postCpreG synonymous sites are 2.5 times above those expected at mutation–drift equilibrium with $M = 9$ and observed at postCpreG nonTE sites within introns.

In contrast, there is no uniform relationship between $R$ or $P$ at synonymous and the corresponding nonTE intron sites. NonCpG synonymous sites evolve 10% slower, postC and preG synonymous sites evolve at approximately the same rate, and postCpreG synonymous sites evolve ~30% faster, with the levels of polymorphism displaying a very similar pattern (Table 1). As the result of this diversification of $P$ and $R$ at synonymous sites, the ratios of their values at nonCpG, postC or preG, and PostCpreG synonymous sites are ~1:1.5:2.5.

In contrast to nonTE intron sites, GC > AT polymorphisms at synonymous sites are ~2.5 times more common than AT > GC polymorphisms (Fig. 1c; Smith and Eyre-Walker, 2001).

#### 3.5. Four-fold synonymous sites: selection for G and C

There is no reason to assume that context-dependent mutation rates are different between exons and introns. However, the observed contrasts between nonTE intron sites and four-fold synonymous sites can be readily explained by weak selection. Let us make an oversimplified assumption that uniform, constant selection with the coefficient $s \sim 0.25N_e^{-1}$ favors G or C over A or T at all
synonymous sites. Intermediate dominance will be assumed, with selective advantage 2S to homozygotes for the favored allele. Naturally, such selection will always increase frequencies of G and C. In contrast, R and P will be affected differently at sites from different classes, being reduced at nonCpG sites, but elevated at postCpG sites.

Indeed, constant selection always reduces R and P if all mutation rates are equal or if less mutable alleles are favored (e.g. Akashi, 1999b, c). However, constant selection favoring more mutable allele(s) may increase R (Eyre-Walker, 1992; Eyre-Walker and Bulmer, 1995; McVean and Charlesworth, Figs. 5c and 6c) and P (McVean and Charlesworth, 1999, Fig. 2). At a site with two alleles, B1 and B2, and selection for B2 with coefficient s, at equilibrium $R = 2Sw/[1 - e^{-S}(u + ve^S)]$ (Bulmer, 1991, Eq. (6) and (7)) and

$$P = \frac{4Ne_uw}{u + ve^{-S}} \left( \frac{e^{-S}}{1 + e^{-S}} + \frac{1 - e^{-S}}{2S} \right)$$  

(McVean and Charlesworth 1999, Eq. (15)), where $S = 4Ne_s$. If $B_2$ is more mutable than $B_1$ ($v > u$), R and P are maximal at some $S > 0$ (Fig. 4a).

The analogous patterns persist in the case of four alleles (Bulmer, 1991, Eq. (10); McVean and Charlesworth, 1999, Eq. (10)), see Methods). Thus, at nonCpG sites, where mutation is symmetric, R and P are maximal at $S = 0$. In contrast, at CpGprone sites $R$ and $P$ are maximal at a positive $S$, i.e. under selection favoring more mutable allele G and/or C (Fig. 4b).

These patterns can be used to estimate S roughly. Frequencies of G at nonCpG, postC or preG, and postCpG synonymous sites imply $S \sim 0.8$, ~1.25, and 1.1, respectively (Table 1 and Fig. 4b). The values of $R$ and $P$ at synonymous sites deviate from their values at the corresponding nonTE intron sites by ~10%, 0%, and +30% at nonCpG, postC or preG, and postCpG sites, respectively, which implies $S \sim 0.9$, $S \sim 1.3$ (or, alternatively, $S = 0$), and $S \sim 0.9$ (or $S > 3.0$), respectively (Fig. 4b). Thus, it appears that $S \sim 1$, so that a typical value of s at a synonymous site is $\sim 0.25Ne^{-1}$.

The 2.5-fold difference between the levels of reciprocal GC>AT and AT>GC polymorphisms at synonymous sites (Maside et al., 2004) of all classes (Fig. 1c) suggests a higher $s \sim 0.55Ne^{-1}$ (data not reported). However, the different levels of reciprocal polymorphisms may be to some extent caused by factors other than selective advantage of G and C (Smith and Eyre-Walker, 2001; Lercher et al., 2002a, b), which work even at nonTE intron sites (Fig. 1a). Thus, $s \sim 0.55Ne^{-1}$ is probably an overestimation.

3.6. Heterogeneity of the observed patterns across genes

The position of a mammalian gene within isochores, genome regions with different GC-contents (see Eyre-Walker and Hurst, 2001) affects the patterns described above. Not surprisingly, genes located within GC-rich genome regions (as assayed by GC-content of their introns) have proportionally more G (Fig. 5a) and C (data not reported) at their synonymous sites. Still, the relationships between rates of evolution at nonTE intron sites and fourfold synonymous sites from the corresponding classes remain the same for genes with all GC-contents, except for those which are very GC-poor, where synonymous sites do not evolve faster than intron sites (Fig. 5b). Perhaps, a factor which favors G and C at synonymous sites is counterbalanced, in genes residing within the most GC-poor genome regions, by another factor responsible for the low regional GC-content. The patterns in $P$ depend on the regional GC-content similarly (data not reported).

In contrast, the nucleotide frequencies (Fig. 6a), $R$ (Fig. 6b), and $P$ (data not reported) depend very little on the expression level of a gene (Duret and Mouchiroud, 2000). A slight increase of the rate of evolution at CpGprone sites with the expression may be due to positive correlation of expression with the GC-content of the gene.
in mammals (Lercher et al., 2002a; Urrutia and Hurst, 2003).

3.7. Heterogeneity of the observed patterns within genes

The observed patterns are not exactly uniform within genes. Synonymous sites are more GC-enriched within first exons than within last exons of genes. The difference is particularly substantial, 40% vs. 24%, for postCpreG sites. Indeed, first exons are often covered by CpG islands, located in the 5' ends of genes (Takai and Jones, 2003). However, the rate of evolution of postCpreG sites within first exons is not higher, and even slightly lower than within last exons (data not reported). Perhaps, coefficients of selection in favor of G and C are higher within first exons, and even slightly lower than within last exons (data not reported). Perhaps, coefficients of selection in favor of G and C are higher within first exons, and even slightly lower than within last exons (data not reported). Perhaps, coefficients of selection in favor of G and C are higher within first exons, and even slightly lower than within last exons (data not reported). Perhaps, coefficients of selection in favor of G and C are higher within first exons, and even slightly lower than within last exons (data not reported). Alternatively, CpG contexts may be less mutable within CpG islands. Different patterns in codon bias at the beginnings vs. the ends of genes have also been observed in bacteria (Hartl et al., 1994). In contrast, there is no difference between GC-contents of first and last introns of genes, although postCpreG sites located close to edges of all introns are more GC-rich and evolve faster than such sites deep inside introns (data not reported).

3.8. More detailed classification of sites

Table 2 presents data on nonTE intron sites and four-fold synonymous sites subdivided into classes according to all 4 x 4 immediate contexts (the genetic code does not admit postA four-fold synonymous sites). Not surprisingly (e.g. Hess et al., 1994; Hwang and Green, 2004), there is some heterogeneity within sites lumped into nonCpG, postC, preG inclusive classes of our 2 x 2 classification. In particular, there is a strong tendency for postApreamA sites to be occupied by A more often than by T, and postTpreamT sites are occupied by T more often than by A, implying the lack of strand asymmetry in this pattern. Apparently, at postApreamA (postTpreamT) sites A > T (T > A) substitutions are rarer than T > A (A > T) substitutions. Still, CpG is by far the most important context, which is not surprising since its impact on the mutation rate is an order of magnitude higher than that of all other contexts (Hwang and Green, 2004). Also, predictions based on the full 4 x 4 classification of sites are currently impossible, due to lack of data on the impacts of contexts, other than CpG, at the mutation rate in primates.
A variety of methods produced the following estimates for $s$: $\sim 1.3N_e^{-1}$ in *Escherichia coli* (Hartl et al., 1994), $\sim 2.2N_e^{-1}$ in *Drosophila simulans* (Akashi, 1995), $\sim 4.6N_e^{-1}$ in *D. pseudoobscura* (Akashi and Schaeffer, 1997), and $\sim 0.65N_e^{-1}$ in *D. americana* (Maside et al., 2004) and *D. miranda* (Bartolomé et al., 2005). Thus, in the units of the corresponding $1/N_e$ values, selection at synonymous sites is apparently weaker in hominids than in *Drosophila*. In *D. simulans*, $N_e \sim 5 \times 10^5$ (Ayala and Hartl, 1993). Estimates of $N_e$ in hominids are to some extent controversial: in modern humans and chimpanzees $N_e \sim (1-2) \times 10^5$ (Yu et al., 2003); however, in the human-chimpanzee common ancestor it was either the same (Rannala and Yang, 2003) or 2-5 times higher (Satta et al., 2004). Thus, the absolute strength of selection at synonymous sites in hominids, $s \sim 10^{-5}$, is close to or even higher than in *Drosophila*, where $s \sim 5 \times 10^{-6}$.

Since coefficients of selection at synonymous sites can vary over many orders of magnitude, their concentration within a narrow range may appear unlikely (Gillespie, 1994). A plausible cause for this concentration is synergistic epistasis (Li, 1987; Akashi, 1995, p. 1074; Akashi, 1996, p. 1305), expected, for example, if synonymous sites are involved in maintaining the structure of mRNA (Innan and Stephan, 2001; Katz and Burge, 2003; Chamary and Hurst, 2005a). With synergistic epistasis, selection against a deleterious nucleotide is negligible when most of the sites of the molecule are occupied by beneficial nucleotides; however, selection gradually gets stronger when the number of deleterious nucleotides increases and eventually becomes sufficient to arrest their further accumulation (Kondrashov, 1994; Piganeau et al., 2001; Berg et al., 2004). This happens when $s$ grows past $\sim 0.1N_e^{-1}$ (Akashi, 1996; Ohta, 2002), and the further growth of $s$ (past $\sim 5.0N_e^{-1}$, Maside et al., 2004; Fig. 2b) can eventually eliminate almost all deleterious nucleotides, making selection negligible again. Thus, at mutation–selection–drift equilibrium, coefficients of selection against deleterious nucleotides at the majority of sites must be confined between $\sim 0.1N_e^{-1}$ and $\sim 5.0N_e^{-1}$ (Akashi, 1996). High values of $s$ in hominids probably suggest that their mRNAs are far from optimal.

Two factors differentially affect the rates of evolution at mammalian nonTE intron vs. four-fold synonymous sites. First, synonymous sites are CpGprone much more often, which is dictated by amino-acid composition of proteins and the genetic code. In particular, highly mutable postCpreG sites are 3 times more common among synonymous sites than among intron sites (Table 1). Second, the interplay of mutation biases and constant selection for G and C reduces $R$ and $P$ at synonymous nonCpG sites, but increases them at such postCpreG sites.

Together, these two factors cause the average values of $R$ and $P$ across all four-fold synonymous sites to be $\sim 20\%$ and $\sim 10\%$, respectively, above the $R$ and $P$ values for intron sites of nonTE origin. An elevated rate of evolution of synonymous sites, where selection favors more G:C pairs, has been reported for *Drosophila* (McVean and Vieira, 2001). However, in hominids, $R$ and $P$ are also elevated at intron sites of TE origin, due to their deviation from mutation–drift equilibrium, and not to selection (Table 1, Figs. 1 and 2). It is a mere coincidence...
(Chamary and Hurst, 2004) that the average rate of evolution at all four-fold synonymous sites is very close to that at all intron sites (Hughes and Yager, 1997; Subramanian and Kumar, 2003). Similarly, all four nucleotide frequencies at four-fold synonymous sites are close to 25% (Table 1) due to selection in favor of G and C being counterbalanced by their elevated mutability, and not to selective neutrality.

With $s \approx 0.25 \nu_c^{-1}$, selection is weak enough to allow fixations of many slightly deleterious nucleotides. If suboptimal nucleotides (mostly, A and T) with $s \approx 10^{-5}$ occupy $\sim 30\%$ from $\sim 3 \times 10^7$ synonymous sites in the diploid mammalian genome, an organism carries $\sim 10^7$ deleterious nucleotides at such sites, which constitute $\sim 100$ lethal equivalents. The survival of a population of such organisms requires synergistic epistasis among loci (Kondrashov, 1995). A substantial fraction of new mutations replaces a suboptimal nucleotide with the optimal one and, thus, are slightly beneficial.

Our analysis makes it possible to explain several observations. At synonymous sites, the frequency of C is higher than the frequency of G (Chamary and Hurst, 2004) because four-fold postC sites, where G is rare, are $>2$ times more common than preG sites, where C is rare, (Table 1). This fact, dictated by the genetic code, where all codon families with C at the second position are four-fold degenerate, could be responsible for strand asymmetry in evolution at synonymous sites (Webster and Smith, 2004). Synonymous sites of constitutive exons have higher frequencies of G and C and evolve more rapidly than such sites of alternatively spliced exons (Iida and Akashi, 2000) because selection in favor of G and C at synonymous sites is stronger in constitutive exons. If synonymous sites are released from selective constraint, for example after a gene turns into a pseudogene, this leads to a large, temporary increase in the rate of their evolution (Bustamante et al., 2002), due to the above mutation–drift equilibrium frequencies of mutable C and G at CpGprone synonymous sites. The same mechanism leads to temporarily elevated rates of evolution of newly inserted transposons (Fig. 2).

Since biased gene conversion can lead to the same dynamics as selection (e.g. Lercher et al., 2002a), we cannot formally discriminate between the two. However, an important role of biased gene conversion in creating the patterns described above is unlikely (Eyre-Walker, 1999), because of the contrasts between exons and introns of the same genes. While selection can obviously be very different at synonymous exon sites vs. intron sites, it is unclear how the rate of biased gene conversion could change drastically at exon/intron boundaries. The increased probability of fixation of AT$>$GC mutations (Webster and Smith, 2004), as well as the excess of GC$>$AT over AT$>$GC polymorphisms (Fig. 1c) can be due to selection for G and C (Smith and Eyre-Walker, 2001; Lercher et al., 2002a,b; Webster et al., 2003). The exon–intron contrasts also argue against transcription-coupled repair bias (Green et al., 2003; Majewski, 2003) as a cause of patterns reported here.

Widespread, weak advantage of nucleotides G and C at synonymous sites supports selection on mRNA stability as an important factor in the dynamics of such sites (Chamary and Hurst, 2005a). In contrast, this advantage appears to be inconsistent with the possible involvement of such sites in splice regulation (Eskesen et al., 2004; Fairbrother et al., 2004; Willies and Majewski, 2004), since GC-content at such sites diminishes near exon–intron junctions (Chamary and Hurst, 2005b).

The available methods of estimating $K_s$, the evolutionary distance at synonymous sites (Yang, 1997), do not accommodate trimodal distributions of the rates of evolution and nucleotide frequencies at individual sites (Table 1). Since the context of a synonymous site is mostly determined by the surrounding non-synonymous sites, a synonymous site remains within the same class for a long time. Even for a relatively close mouse–ratt divergence, divergences at CpGprone four-fold synonymous sites, estimated using the Tamura–Nei formula (Tamura and Nei, 1993), are well below, relative to the divergence at nonCpG sites, of what is expected from the 1:1.5:2.5 ratios observed in the human–chimpanzee pair (data not reported). This indicates that multiple substitutions occurred at CpGprone synonymous sites since rat–mouse divergence, and that the Tamura–Nei formula, which assumes equal rates of reciprocal substitutions, underestimates divergences at such sites. In the case of mouse–human divergence, saturation at CpGprone sites is much more pronounced (data not reported). Thus, estimates of $K_s$ between distant mammals are unreliable.

Even the correct values of $K_s$ should not be used to estimate mutation rates in mammals, due to lack of neutrality (Kondrashov, 2001). Probably, neutral divergence between a pair of mammals (and, thus, the mutation rates outside CpG context multiplied by the number of generations of their independent evolution) can be approximated as $\sim 1.1$ times the (correctly estimated) $K_s$ at nonCpG four-fold synonymous sites. Whether synonymous sites are a suitable neutral point of reference (Fay et al., 2001, 2002; Anisimova et al., 2002; Smith and Eyre-Walker, 2002; Eyre-Walker, 2002) in tests for positive selection, is not clear (Akashi, 1995), although the answer may be affirmative for hominids, since selection with $s \approx 0.25 \nu_c^{-1}$ at synonymous sites affects $R$ and $P$ in almost the same way (Fig. 4b).
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